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Abstract
In a setting where two AI agents embodied as an-
imated humanoid avatars are engaged in a con-
versation with one human and each other, we
see two challenges. One, determination by the
AI agents about which one of them is being ad-
dressed. Two, determination by the AI agents if
they may/could/should speak at the end of a turn.
In this work we bring these two challenges together
and explore the participation of AI agents in multi-
party conversations. Particularly, we show two em-
bodied AI shopkeeper agents who sell similar items
aiming to get the business of a user by competing
with each other on the price. In this scenario, we
solve the first challenge by using headpose (esti-
mated by deep learning techniques) to determine
who the user is talking to. For the second challenge
we use deontic logic to model rules of a negotiation
conversation.

1 Introduction and Motivation
We have developed a conversational setting in which two

AI agents playing the role of shopkeepers who sell similar
items want to get the business of a user. AI agents do this
by competing on the price. They are referred to A1 and A2
hereon. This scenario is developed to teach Chinese as a for-
eign language and culture through conversational role play
with embodied AI. Enthusiastic readers are encouraged to see
[Allen et al., 2019] [Divekar et al., 2018c] and [Divekar et al.,
2018a]’s work to read more about the context of the project.

Part of learning the new culture is learning to negotiate
with street-market vendors which is uncommon for our users.
To build AI agents that can participate in such a conversation,
we explore how turn taking would work in a situation where
multiple agents and humans are engaged in negotiations.

In any conversational setting, the first challenge towards
determining whether an AI agent should respond is to de-
termine if it is being addressed. It has been shown that the
common practice of using a wake-word while talking to AI is
not preferable in long conversations by [Divekar et al., 2019].

The final version of this document will appear in the proceed-
ings of IJCAI 2019

Research in multi-modal addressee detection by [Ravuri and
Stolcke, 2015], [Tsai et al., 2015], [Sheikhi and Odobez,
2015], [Akhtiamov et al., 2017], [Le Minh et al., 2018] and
[Norouzian et al., 2019] has inspired us. It is a premise of the
interactive aspect of our demo that it is common for people
to look at the AI agent that they are speaking to especially
when the AI agent is embodied as an animated avatar. As in
[Divekar et al., 2019]’s work, our system uses headpose as a
primary determiner of addressee. It coupled with visual feed-
back from the agent to make the interaction smoother. Their
system uses a facial landmark based approach for headpose
detection. Our environment’s lack of lighting and unusual
camera position throw additional challenges. Here traditional
facial landmark based estimation techniques fall short. Hence
we use a deep learning approach to tackle this shortcoming.
Details of the challenge and solution are described in Sec-
tion 2.3. The addressee is determined by calculating the time
overlap between the user’s headpose intersection with the em-
bodiments of the AI and the user’s speech.

It is usually straightforward that once an addressee is
clearly determined, the addressee must respond. However,
addressee detection alone cannot trigger the non-addressed
AI agents to participate in the conversation thereby making
the agents reactive to users input rather than proactive. In a
competitive setting, it is essential for the agents to be proac-
tive in pitching their sale. Yet, they must not reply to ev-
ery turn to the extent of being annoying. They must also not
just talk with each other and leave the user out of the conver-
sation. Therefore, they require a more complex set of rules
that govern the conversation in order to determine the answer
to the second challenge, i.e. when should the AI agent re-
spond. [Andrist et al., 2016] and [Khouzaimi et al., 2016]
have motivated the problem of turn-taking in AI. For our con-
versational setting, we explore the potential of using deontic
logic to model rules of turn taking as previously shown by
[de Bayser et al., 2018b] and [de Bayser et al., 2018a]. They
have modeled social rules of multi agents but in collaboration
conversations. We use their tool to model rules we wrote for
competitive agents as shown in Section 2.2.

The interdependence of addressee detection and rules of
turn-taking, specifically, in our said scenario is clear by the
following example —
Situation 1: Addressee and thus speaker is determined by
headpose.



User: (looking at A1) How much for water?
A1: $5
A2: No response (Erroneous: Rules of competition are not

understood)
Situation 2: Speaker is determined by turn taking rules

A1: I can do $5
User: (looking at A2) Can you do better?
A1: Yes I can do $4 (Erroneous: User meant to talk to A2.

System did not consider headpose to ascertain addressee)
We thus integrate headpose based addressee detection and

deontic rules for a negotiation conversation to create a more
intelligent interaction. We show a proof of concept in which
two agents can successfully compete with each other and have
a conversation with the user.

2 Technologies Involved
2.1 Dialogue and Integration
User’s voice input is transcribed by Automatic Speech Recog-
nition (ASR) and tagged with an addressee based on which
agent was looked at more by the user while speaking. Then,
each AI agent generates output text based on the intent de-
tected from the utterance and the state of the dialogue tree
following [Divekar et al., 2018b]’s architecture. Whether the
output text gets broadcasted/spoken will be decided by Ravel
(tool to model social rules) described in Section 2.2.

It can be seen from the two scenarios in Section 1 that the
two technologies (addressee detection and turn taking rules)
can provide conflicting results. One way to solve such con-
flicts is to convert the output from the headpose-based ad-
dressee module to text that signifies addressee (e.g. @A1).
Then, instead of separately using headpose and Ravel to de-
termine whether a turn should be allowed or not and then
breaking the tie, use this headpose result as an input to Ravel.
Ravel allows us to apply rules about what should happen in
case an addressee is detected.

2.2 Norm Specification Using Deontic Logic
Ravel maintains a Finite State Machine (FSM) representation
of the conversation. Rules can be applied on the state tran-
sitions. Every incoming utterance (human and machine) is
classified into an intent and gets tagged with it. Ravel de-
cides whether the intent/utterance has a valid transition from
the current state i.e. decides whether the agent that generated
the utterance is obligated, allowed or prohibited to respond
with that intent. If the agent is obligated or allowed, the sys-
tem broadcasts the message to all participants by using JSON
messages for AI agents and voice output for the user. Each
agent receives the broadcasted output as input and generates
a response which follows the same loop. If the agent is pro-
hibited then its response is blocked.

We crafted the following rules. Their application can be
seen in Table 1.
R1: User is always allowed to reply.
R2: AI agents are prohibited from responding to themselves.
R3: If direct addressee detected, the direct addressee has the
obligation to respond. Other AI agents are prohibited
R4: On hearing a price pitch, other AI agents are allowed to
respond.

Sender Utterance Status Rule
User @A1 Do you have water? Broadcast R1
A1 I will give it for $5 Broadcast R3
A2 I will give it for $4 Block R3
A1 I can give you a better price Block R2
A2 I can give you a better price Broadcast R4

Table 1: Application of Rules to Dialogue Turns

To further show the applicability of rules, we made our
agents agnostic to message sender. Thus they try to out-bid
themselves as seen in turn 5 in Table 1. Our defined social
rules block this utterance and add intelligence to the interac-
tion.

2.3 Head Orientation Estimation Using Deep
Learning Techniques

The headpose estimation system takes image input from cam-
eras to detect and track a face, detect facial landmarks and
estimate headpose based on those landmarks. Using cameras
enables non-intrusive markerless interactions. In our environ-
ment1, the camera is constrained to be on the ground in a low-
light condition (used to accentuate displays) and the users
stand more than 3 meters from the camera, causing a low res-
olution face. Further, the position of the face w.r.t. the camera
causes large pitch pose which affects the accuracy of even
the state-of-the-art landmark detection algorithms trained on
benchmark dataset [Bulat and Tzimiropoulos, 2017].

We therefore combine a generative model [Zhu et al.,
2019] and a probabilistic deep model [Chen and Ji,
2018].Specifically, frontal faces captured in the environment
are annotated, then large pose faces along with their landmark
annotations are generated to fine-tune the probabilistic model
[Chen and Ji, 2018] for facial landmark detection.

To calculate headpose, we assume a weak perspective pro-
jection model, where we have a 3D mean face shape ȳ3d, a
3D rotation matrix R, translation vector T and a camera in-
trinsic matrix W obtained from camera calibration. Given
the detected 2D landmark points y2d, we estimate headpose
by minimizing the weighted projection error, i.e.R∗, T ∗ =
arg minR,T ‖y2d − 1

λW [R, T ]ȳ3d‖2C (in homogeneous coor-
dinate), C consists of the inverse of the determinant of the
predicted covariance for facial landmarks. Headpose is ob-
tained from the rotation matrix R∗. The estimated head-
pose and translation T w.r.t. the camera coordinate is then
transformed to the room coordinate using the camera extrin-
sic matrix. The probabilistic model quantifies uncertainty to
avoid over-confident erroneous predictions, i.e. we reject pre-
dictions with corresponding uncertainty above threshold.

3 Conclusion and Future Work
We show the integration of headpose-based addressee detec-
tion and turn-taking rules in a negotiation conversation be-
tween two AI agents and one human. With this demo, we can
give culture/language learners an opportunity to practice ne-
gotiation skills. We plan to conduct experiments to evaluate

1Demonstration Video - https://youtu.be/z6CJJ3ig8Hs



its effectiveness. This demo will be used to further understand
the rules of a conversation through various approaches e.g.
machine learning and, explore ways to empower the agents
with stronger negotiation strategies in multi-agent settings.
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